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Intuition

• Maximum Likelihood Estimation (MLE) is a method that determines 
values for the parameters of a model. 

• The parameter values are found such that they maximize the 
likelihood that the process described by the model produced the data 
that were actually observed.



Which model fit best?

• Normal Gaussian distribution
• Parameters: mean and standard deviation



MLE Example
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Calculating the MLE

• Example: we have three data points 9, 9.5, 11

• We want to calculated the total probability of observing all the data, 
i.e. the joint probability distribution of all observed data points.

• Assumption: each data point is generated independently from the 
others.

• If the events are independent, then the total probability of observing 
all the data is the product of observing each data point individually 
(i.e. the product of the marginal probabilities).



Calculating the MLE

• Probability of observing a single data point x

• Example:

Parameters



The Log Likelihood

• Maximum is found by differentiation, i.e., find the derivative of the 
function w.r.t. a variable, set it to zero and find the required value.

• Since the previous expression is not easy to differentiate, we simplify 
the calculus considering the natural logarithm of the expression.



The Log Likelihood

• This expression can be easily differentiated to find the maximum.

• The same can be done for the standard deviation.



MLE Summary

• MLE is a general approach to estimating parameters is statistical models by 
maximizing the likelihood function defined as

• L(𝜃|X) = f(X|𝜃)
• that is the probability of obtaining X given the parameters 𝜃.
• Knowing the likelihood function L you can look for 𝜃 that maximizes the 

probability of obtaining the data you have. 
• Sometimes we have known estimators, e.g. arithmetic mean is a MLE 

estimator for 𝜇 parameter for normal distribution
• In other cases, you can obtain the best parameter values using different 

methods that include using optimization algorithms. 
• ML approach does not tell you how to find the optimal value of 𝜃 -- you can 

simply take guesses and use the likelihood to compare which guess was 
better -- it just tells you how you can compare if one value of 𝜃 is "more 
likely" than the other. 



MLE and GD

• You can obtain MLE using different methods.

• Using an optimization algorithm like GD is one of them. 

• On the other hand, GD can also be used to maximize functions other 
than likelihood function.
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