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ABSTRACT
Classification of time series has been attracting great interest over
the past decade. Recent empirical evidence has strongly suggested
that the simple nearest neighbor algorithm is very difficult to beat
for most time series problems. While this may be considered good
news, given the simplicity of implementing the nearest neighbor
algorithm, there are some negative consequences of this. First, the
nearest neighbor algorithm requires storing and searching the
entire dataset, resulting in a time and space complexity that limits
its applicability, especially on resource-limited sensors. Second,
beyond mere classification accuracy, we often wish to gain some
insight into the data.

In this work we introduce a new time series primitive, time series
shapelets, which addresses these limitations. Informally, shapelets
are time series subsequences which are in some sense maximally
representative of a class. As we shall show with extensive
empirical evaluations in diverse domains, algorithms based on the
time series shapelet primitives can be interpretable, more accurate
and significantly faster than state-of-the-art classifiers.
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1. INTRODUCTION
While the last decade has seen a huge interest in time series
classification, to date the most accurate and robust method is the
simple nearest neighbor algorithm [4][12][14]. While the nearest
neighbor algorithm has the advantages of simplicity and not
requiring extensive parameter tuning, it does have several
important disadvantages. Chief among these are its space and time
requirements, and the fact that it does not tell us anything about
why a particular object was assigned to a particular class.

In this work we present a novel time series data mining primitive
called time series shapelets. Informally, shapelets are time series
subsequences which are in some sense maximally representative
of a class. While we believe shapelets can have many uses in data
mining, one obvious implication of them is to mitigate the two
weaknesses of the nearest neighbor algorithm noted above.

Because we are defining and solving a new problem, we will take
some time to consider a detailed motivating example. Figure 1
shows some examples of leaves from two classes, Urtica dioica
(stinging nettles) and Verbena urticifolia. These two plants are
commonly confused, hence the colloquial name “false nettle”for
Verbena urticifolia.

Figure 1: Samples of leaves from two species. Note that several
leaves have the insect-bite damage

Suppose we wish to build a classifier to distinguish these two
plants; what features should we use? Since the intra-variability of
color and size within each class completely dwarfs the inter-
variability between classes, our best hope is based on the shapes
of the leaves. However, as we can see in Figure 1, the differences
in the global shape are very subtle. Furthermore, it is very
common for leaves to have distortions or “occlusions” due to
insect damage, and these are likely to confuse any global
measures of shape. Instead we attempt the following. We first
convert each leaf into a one-dimensional representation as shown
in Figure 2.

Figure 2: A shape can be converted into a one dimensional “time
series”representation. The reason for the highlighted section of the
time series will be made apparent shortly

Such representations have been successfully used for the
classification, clustering and outlier detection of shapes in recent
years [8]. However, here we find that using a nearest neighbor
classifier with either the (rotation invariant) Euclidean distance or
Dynamic Time Warping (DTW) distance does not significantly
outperform random guessing. The reason for the poor
performance of these otherwise very competitive classifiers seems
to be due to the fact that the data is somewhat noisy (i.e. insect
bites, and different stem lengths), and this noise is enough to
swamp the subtle differences in the shapes.
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