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Operational equivalence

termination and determinacy does not matter:
operational equivalence is always well-deÞned

<latexit sha1_base64="//ZNANigHEqeFgQ4zAhG7GdVL4Y=">AAACnHicfVFda9RAFJ3Erxq1XfVRkMFFqFCWzVLUF6WoD4IKFdxtYWcJN7M36dD5iDM3agnx9/iXfPC/mOwuWFvxPp055x7u3HPzSqtA4/HPKL5y9dr1G1s3k1u372zvDO7emwVXe4lT6bTzxzkE1MrilBRpPK48gsk1HuWnr3v96Av6oJz9RGcVLgyUVhVKAnVUNvgBWSqCMlkjDNCJN42r2pZDNuGJ+FzDUpjcfWtUUbSrZyIK50HrzlMa2LOj77siERpsqbFzpXtrQfg1I7wqTwi8d1+5TcR7LOgPc843+b+PP0mywXA8Gq+KXwbpBgzZpg6zwS+xdLI2aElqCGGejitaNOBJSY1tIuqAFchTKHHeQQsGw6JZJdryx3UAcrxCz5XmKxLPOxowIZyZvOvsYwsXtZ78lzavqXi+aJStakIr+0Gkun37QUF61Z0K+VJ5JIL+58iV5RI8EKFXHKTsyLq7XZ9HenH7y2A2GaVPR+nH/eHBq00yW+wBe8R2WcqesQP2lh2yKZPRdrQfvYhexg/jN/G7+MO6NY42nvvsr4pnvwEiCsxo</latexit>

a1 ! op a2 i! " ! , n. ( #a1, ! $ % n & # a2, ! $ % n )

<latexit sha1_base64="o+lK31IVOuOknCmVb9b6UTRYj4U=">AAACnHicfVFda9RAFJ3Erxq1rvooyOAiVChLshTti1LUB0GFCu62sLOEm9mbdOhMJp25WS0h/h7/kg/+F5PdBWsr3qcz59zDnXtuVmnlKY5/BuG16zdu3tq6Hd25e2/7/uDBw6m3tZM4kVZbd5yBR61KnJAijceVQzCZxqPs9G2vHy3ReWXLL3Re4dxAUapcSaCOSgc/sjQRXpm0EQboxJnGVm3Ls3TMI3FWw0KYzH5rVJ63q2ckcutA685TGNhdjr7viEhoKAuNnSvZXQvCrRnhVHFC4Jz9ypeR+Ig5/WEu+Mb/9/HnUToYxqN4VfwqSDZgyDZ1mA5+iYWVtcGSpAbvZ0lc0bwBR0pqbCNRe6xAnkKBsw6WYNDPm1WiLX9WeyDLK3Rcab4i8aKjAeP9ucm6zj42f1nryX9ps5ry/XmjyqomLGU/iFS3bz/IS6e6UyFfKIdE0P8cuSq5BAdE6BQHKTuy7m7X55Fc3v4qmI5HyYtR8nlvePBmk8wWe8yesh2WsJfsgL1nh2zCZLAd7AWvgtfhk/Bd+CH8tG4Ng43nEfurwulvVLzMhA==</latexit>

b1 ! op b2 i! " ! , v. ( #b1, ! $ % v & # b2, ! $ % v )

<latexit sha1_base64="9/vAE+3MvxFJCAiWnIBEEVp/Cnw=">AAACrnicjVFNi9RAEO3Ej13jx4569NI4iCvIkAyyelwUxIPgCM7swnQIlZ7KTLPd6dhdUZcQf5j/xIP/xWQm4Lrrwbr0q1f1qK5XeaWVpzj+GYTXrt+4ubd/K7p95+69g9H9BwtvaydxLq227jQHj1qVOCdFGk8rh2ByjSf52Zu+fvIFnVe2/ETnFaYG1qUqlATqqGz0Q2aJ8MpkjTBAG2caW7Utl9mUR+JzDSthcvutUUXRbtNIFNaB1p1mbeD57nk6+X4oIqGhXGvstMnAC7djhFPrDYFz9isfFJF4jwX94S+op/+j5s+ibDSOJ/E2+FWQDGDMhphlo19iZWVtsCSpwftlEleUNuBISY1tJGqPFcgzWOOygyUY9Gmz9bjlT2oPZHmFjivNtyReVDRgvD83edfZG+kv13ryX7VlTcWrtFFlVROWsh9Eqtu6H+SlU93xkK+UQyLof45clVyCAyJ0ioOUHVl31+z9SC5vfxUsppPkaJJ8fDE+fj04s88escfskCXsJTtm79iMzZkMePA2+BDMwjhchGmY7VrDYNA8ZH9FuPkNiErTlg==</latexit>

c1 ! op c2 i! " ! , ! ! . ( #c1, ! $ % ! ! & # c2, ! $ % ! ! )
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Congruence

take any context

is it the case that ?

that is: can we replace a subexpressions with
any equivalent one without changing the outcome?

<latexit sha1_base64="//ZNANigHEqeFgQ4zAhG7GdVL4Y=">AAACnHicfVFda9RAFJ3Erxq1XfVRkMFFqFCWzVLUF6WoD4IKFdxtYWcJN7M36dD5iDM3agnx9/iXfPC/mOwuWFvxPp055x7u3HPzSqtA4/HPKL5y9dr1G1s3k1u372zvDO7emwVXe4lT6bTzxzkE1MrilBRpPK48gsk1HuWnr3v96Av6oJz9RGcVLgyUVhVKAnVUNvgBWSqCMlkjDNCJN42r2pZDNuGJ+FzDUpjcfWtUUbSrZyIK50HrzlMa2LOj77siERpsqbFzpXtrQfg1I7wqTwi8d1+5TcR7LOgPc843+b+PP0mywXA8Gq+KXwbpBgzZpg6zwS+xdLI2aElqCGGejitaNOBJSY1tIuqAFchTKHHeQQsGw6JZJdryx3UAcrxCz5XmKxLPOxowIZyZvOvsYwsXtZ78lzavqXi+aJStakIr+0Gkun37QUF61Z0K+VJ5JIL+58iV5RI8EKFXHKTsyLq7XZ9HenH7y2A2GaVPR+nH/eHBq00yW+wBe8R2WcqesQP2lh2yKZPRdrQfvYhexg/jN/G7+MO6NY42nvvsr4pnvwEiCsxo</latexit>

a1 ! op a2 i! " ! , n. ( #a1, ! $ % n & # a2, ! $ % n )

<latexit sha1_base64="qUm6nkN0JOhfRWz35Rqq7GEba+U=">AAACBXicbVC7TsNAEDyHVwgvB0qaExESVWQjBJQBGsogkYdkW9H5sgmnnB+6W4MiKzVfQQsVHaLlOyj4F2zjAhKmGs3samfHj6XQaFmfRmVpeWV1rbpe29jc2t4x67tdHSWKQ4dHMlJ9n2mQIoQOCpTQjxWwwJfQ8ydXud+7B6VFFN7iNAYvYONQjARnmEkDs+4GDO98P72YOS4fRugNzIbVtArQRWKXpEFKtAfmlzuMeBJAiFwyrR3bitFLmULBJcxqbqIhZnzCxuBkNGQBaC8tos/oYaIZRjQGRYWkhQi/N1IWaD0N/GwyD6rnvVz8z3MSHJ17qQjjBCHk+SEUEopDmiuRdQJ0KBQgsjw5UBFSzhRDBCUo4zwTk6ykWtaHPf/9IukeN+3Tpn1z0mhdls1UyT45IEfEJmekRa5Jm3QIJw/kiTyTF+PReDXejPef0YpR7uyRPzA+vgFUMJih</latexit>

A[á]

<latexit sha1_base64="MWP2YHHMCgcel/5OGULLAhTpunM=">AAACSnicbVC7TutAEF2Hd3gFKGlWREhUkR0hoARuQwmIBKTYssbLEFbs2tbuGIQs/xmfwA/cgoYWKjpEg21SAGGqo/PQzJwoVdKS6/53GhOTU9Mzs3PN+YXFpeXWymrfJpkR2BOJSsxFBBaVjLFHkhRepAZBRwrPo5t/lX5+i8bKJD6j+xQDDcNYXkkBVFJhqw+h51upw9zXQNdG50laFBzCLvdP5fCawJjkjtdiFOUHxaAMBOOJH4ZuELbabseth48DbwTabDTHYevJv0xEpjEmocDageemFORgSAqFRdPPLKYgbmCIgxLGoNEGef1/wTczC5TwFA2Xitckfk/koK2911HprM60v7WK/EsbZHS1F+QyTjPCWFSLSCqsF1lhZFks8ktpkAiqy5HLmAswQIRGchCiJLOy6WbZh/f7+3HQ73a8nY53st3ePxw1M8vW2QbbYh7bZfvsiB2zHhPsgT2zF/bqPDpvzrvz8WVtOKPMGvsxjclPi4m1JA==</latexit>

a1 ! op a2 " A[a1] ! op A[a2]

<latexit sha1_base64="m7lRvSWaVB5VLIeQomcwsXvLfP4=">AAACB3icbVDLSsNAFJ3UV62vaJduBotQEUpSfC2LblxWsA9IQplMb+vQyYOZG6GUfoBf4VZX7sStn+HCfzGJWWj1rA7n3Mu59/ixFBot68MoLS2vrK6V1ysbm1vbO+buXldHieLQ4ZGMVN9nGqQIoYMCJfRjBSzwJfT8yVXm9+5BaRGFtziNwQvYOBQjwRmm0sCsNl0UAWhad1w+jNA7Pj0amDWrYeWgf4ldkBop0B6Yn+4w4kkAIXLJtHZsK0ZvxhQKLmFecRMNMeMTNgYnpSFLA71ZfvycHiaaYURjUFRImovwc2PGAq2ngZ9OBgzv9KKXif95ToKjC28mwjhBCHkWhEJCHqS5EmkrQIdCASLLLgcqQsqZYoigBGWcp2KS1lRJ+7AXv/9Lus2Gfdawb05qrcuimTLZJwekTmxyTlrkmrRJh3AyJY/kiTwbD8aL8Wq8fY+WjGKnSn7BeP8C2ROYMw==</latexit>

2 ! ([á] + 5)e.g.
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Contexts
what are the possible contexts for arithmetic expressions?

[á] + 5

<latexit sha1_base64="yrJSUFOyrRqxG/xFXMIW9QA296Q=">AAAB/XicbVDLSsNAFJ3UV62vqks3g0UQhJJIiy6LblxWsA9IQ5lMb+vQSSbM3AglFL/Cra7ciVu/xYX/YhKz0NazOpxzL/fc40dSGLTtT6u0srq2vlHerGxt7+zuVfcPukbFmkOHK6l032cGpAihgwIl9CMNLPAl9Pzpdeb3HkAbocI7nEXgBWwSirHgDFPJdQd8pNCjZ7Q5rNbsup2DLhOnIDVSoD2sfg1GiscBhMglM8Z17Ai9hGkUXMK8MogNRIxP2QTclIYsAOMleeQ5PYkNQ0Uj0FRImovweyNhgTGzwE8nA4b3ZtHLxP88N8bxpZeIMIoRQp4dQiEhP2S4FmkXQEdCAyLLkgMVIeVMM0TQgjLOUzFOy6mkfTiL3y+T7nndadSbt41a66popkyOyDE5JQ65IC1yQ9qkQzhR5Ik8kxfr0Xq13qz3n9GSVewckj+wPr4Bk2uU0w==</latexit>

2 ! ([á] + 5)

<latexit sha1_base64="UvltKiIgJhr77/f06Z6bAoWfKts=">AAACCXicbVDLSsNAFJ3UV62vqrhyM1iEilCS0qLLohuXFewDklAm09s6dPJg5kYooV/gV7jVlTtx61e48F9MYxbaelaHc+7l3Hu8SAqNpvlpFFZW19Y3ipulre2d3b3y/kFXh7Hi0OGhDFXfYxqkCKCDAiX0IwXM9yT0vMn13O89gNIiDO5wGoHrs3EgRoIzTKVB+ajuoPBB06rt8GGILj2nzbNBuWLWzAx0mVg5qZAc7UH5yxmGPPYhQC6Z1rZlRugmTKHgEmYlJ9YQMT5hY7BTGrA00k2y82f0NNYMQxqBokLSTITfGwnztZ76XjrpM7zXi95c/M+zYxxduokIohgh4PMgFBKyIM2VSHsBOhQKENn8cqAioJwphghKUMZ5KsZpUaW0D2vx+2XSrdesRq1526i0rvJmiuSYnJAqscgFaZEb0iYdwklCnsgzeTEejVfjzXj/GS0Y+c4h+QPj4xuUP5iJ</latexit>

2 ! ([á] + 5) " 50

<latexit sha1_base64="tocYqLMyEW/rss62sixPI9PhYQw=">AAACEXicbVDLSgNBEJyNrxhfqx5FGAxCRAi7IUGPQS8eI5gHZJcwO+nEIbMPZ3qFEHLyE/wKr3ryJl79Ag/+i7trDppYp6Kqm+ouL5JCo2V9Grml5ZXVtfx6YWNza3vH3N1r6TBWHJo8lKHqeEyDFAE0UaCETqSA+Z6Etje6TP32PSgtwuAGxxG4PhsGYiA4w0TqmYcVB4UPmpa6Du+H6NJTWjuhjoQ7WrN6ZtEqWxnoIrFnpEhmaPTML6cf8tiHALlkWndtK0J3whQKLmFacGINEeMjNoRuQgOWRLuT7I0pPY41w5BGoKiQNBPh98aE+VqPfS+Z9Bne6nkvFf/zujEOzt2JCKIYIeBpEAoJWZDmSiT9AO0LBYgsvRyoCChniiGCEpRxnohxUlgh6cOe/36RtCplu1quXVeL9YtZM3lyQI5IidjkjNTJFWmQJuHkgTyRZ/JiPBqvxpvx/jOaM2Y7++QPjI9vgVebHA==</latexit>

(2 ! ([á] + 5) " 50) # x = y

<latexit sha1_base64="TfFFZPfn81G1irWRzcjfW0HbL9g=">AAACHnicbVDLTgJBEJzFF+IL9ehlIjFBTcgugejFhOjFIybySNgNmR0anDj7cKZXJYR/8BP8Cq968ma86sF/cUAOCtapUtWdri4/lkKjbX9aqbn5hcWl9HJmZXVtfSO7uVXXUaI41HgkI9X0mQYpQqihQAnNWAELfAkN//ps5DduQWkRhZfYj8ELWC8UXcEZGqmdPcgXXRQBaJpvubwToUcPaXmfuhJuaNk25A46PaD3J/12NmcX7DHoLHEmJEcmqLazX24n4kkAIXLJtG45dozegCkUXMIw4yYaYsavWQ9ahobMxPAG45+GdC/RDCMag6JC0rEIvzcGLNC6H/hmMmB4pae9kfif10qwe+wNRBgnCCEfHUIhYXxIcyVMWUA7QgEiGyUHKkLKmWKIoARlnBsxMe1lTB/O9PezpF4sOKVC+aKUq5xOmkmTHbJL8sQhR6RCzkmV1AgnD+SJPJMX69F6td6s95/RlDXZ2SZ/YH18A2OHn8U=</latexit>

x := 2 ! ([á] + 5)

<latexit sha1_base64="Xj3C46+QW3DTYtKVss3fjZxEGa8=">AAACDXicbVDLSgNBEJyNrxhfq57Ey2AQIkLYDQmKIAS9eIxgHpAsYXbSiUNmH8z0imEJfoJf4VVP3sSr3+DBf3Gz5qCJdSqquqnuckMpNFrWp5FZWFxaXsmu5tbWNza3zO2dhg4ixaHOAxmolss0SOFDHQVKaIUKmOdKaLrDy4nfvAOlReDf4CgEx2MDX/QFZ5hIXXPv/uycljooPNC00O7wXoAOPaaVo66Zt4pWCjpP7CnJkylqXfOr0wt45IGPXDKt27YVohMzhYJLGOc6kYaQ8SEbQDuhPksinTh9YUwPI80woCEoKiRNRfi9ETNP65HnJpMew1s9603E/7x2hP1TJxZ+GCH4fBKEQkIapLkSSTdAe0IBIptcDlT4lDPFEEEJyjhPxCgpK5f0Yc9+P08apaJdLlauy/nqxbSZLNknB6RAbHJCquSK1EidcPJAnsgzeTEejVfjzXj/Gc0Y051d8gfGxzfn9pnA</latexit>

while x ! 100 do x := 2 " ([á] + 5)

<latexit sha1_base64="aIWVoGwF+90fUoTOWyGOriToyGg=">AAACNXicbVDLSgNBEJyN7/iKevQyGISIEHZFUQQh6sWjgjGB7BJmJ51kyOzDmV41LH6Pn+BXeFU8eBOv/oKzMYIm9qmo6qaqy4+l0Gjbr1ZuYnJqemZ2Lj+/sLi0XFhZvdJRojhUeSQjVfeZBilCqKJACfVYAQt8CTW/d5rptRtQWkThJfZj8ALWCUVbcIaGahaO3YBh12+nt10h4d6ld66Ea+rYtkt/pFaU8YdHdMdFEYCmpYbLWxF6dJvubTULRbtsD4aOA2cIimQ4583Cm9uKeBJAiFwyrRuOHaOXMoWCmwh5N9EQM95jHWgYGDJj6aWDV+/pZqIZRjQGRYWkAxJ+X6Qs0Lof+GYzS69HtYz8T2sk2D7wUhHGCULIMyM0hQyMNFfCdAi0JRQgsiw5UBFSzhRDBCUo49yQiSk1b/pwRr8fB1c7ZWe3vHexW6ycDJuZJetkg5SIQ/ZJhZyRc1IlnDyQJ/JMXqxH6816tz6+V3PW8GaN/Bnr8wtBl6oD</latexit>
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Contexts
what are the possible contexts for arithmetic expressions?

C[á] ::= x := A[á]
| C[á]; c
| c; C[á]
| if B[á] then c else c
| if b then C[á] else c
| if b then c else C[á]
| while B[á] do c
| while b do C[á]

<latexit sha1_base64="obMn5bEVQ1yrivZ0YMcvdtA8Ndk=">AAAD5XicjVNNb9MwGHYTPkb46uDIxaKi4lQlaBOo06SxXTgOia6TmqiynbetNceJbAeoolzhxA1x5Xdx4D/wE3BCwrYGBu/p1fPxfsWhmeDa+P63nuNeu37j5tYt7/adu/fu97cfnOg0VwwmLBWpOqVEg+ASJoYbAaeZApJQAVN6dlTx07egNE/lG7POIErIUvIFZ8RYaL7d+xFSWHJZEKXIuiwUE6UXJsSsKC2OylnI4tREeIjH43089N6P91vyZUuGoTfEYcJjy3ece+wizfY6gq57UfBFGeJWefhbiVverEBaBTtHQGiokfNq+HI52rF3R7mq3L+qdYf5r1XfrbiAq7eN07+N0prphrjT2QtBxs0nnvcH/sivA3eToEkGqInjef97GKcsT0AaJojWs8DPTGSrGc5sey/MNWSEnZElzGwqSQI6KuqnWeInuSYmxRkozAWuQbjoKEii9TqhVlkNrTe5CvwTN8vN4kVUcJnlBiSrGhl7jLqRZorbNw845gqMIdXkgLnEjChiDCiOCWMWzO1P4Nl7BJvbd5OTZ6NgZ7T7emdwcNhcZgs9Qo/RUxSg5+gAvULHaIKYM3VK54Pz0V26n9zP7pdfUqfXeB6iS+F+/Ql1jUPa</latexit>

B[á] ::= A[á] cmp a
| a cmp A[á]
| ÂB[á]
| B[á] bop b
| b bop B[á]

<latexit sha1_base64="Ts1A2ym3PIsmrjFNe8zdz7rM8aQ=">AAAC/3icbVJNb9QwEHVSPkr42sKRi8WKitMqQUWgSkilXDgWiW0rraPV2JldrDpOsB2kVZQDv4JrOXFDXPkpPfS/4IRQbTfM6em9NzOe8fBSSevi+CIIt27cvHV7+0509979Bw9HO4+ObVEZgVNRqMKccrCopMapk07haWkQcq7whJ+9a/WTL2isLPRHtyoxzWGp5UIKcJ6a7wQR47iUugZjYNXURqgmYjm4T5zXh82MiaxwKY126f7+G7p7Jb39JzHaUXZRi7xsGAXGvJnlMvNu2FSH6WtupnFJB72vOQbiVX1etPX5uptvqoP0iKHO+tGjaD4ax5O4CzoESQ/GpI+j+eiSZYWoctROKLB2lsSlS309J4VCv8fKYgniDJY481BDjjatu09r6LPKgitoiYZKRTsS1zNqyK1d5dw7uyE2tZb8nzar3OJ1WktdVg61aBs5qbBrZIWR/hqQZtKgc9C+HKnUVIAB59BICkJ4svLn0e4j2Zx+CI5fTJK9ycsPe+ODw34z2+QJeUqek4S8IgfkPTkiUyKCz8G34Dz4Hn4Nf4Q/w19/rWHQ5zwm1yL8/QeypO9g</latexit>

A[á] ::= [ á]
| A[á] op a
| a op A[á]

<latexit sha1_base64="cvLiGXTPsZKp2/DB9qEi/Gu3el8=">AAACj3icbVHLbtNAFB2bR4t5pbBkMyJqYBXZqKhVpaIAG9gVqWkrZazoenwTRh2PrZnrSpHlL+HLuui/MHGNVJLe1Zlzzp37yiqtHMXxTRA+evzk6c7us+j5i5evXg/23py7srYSp7LUpb3MwKFWBqekSONlZRGKTONFdvV9rV9co3WqNGe0qjAtYGnUQkkgT80Hf0SGS2UasBZWbWOlbiNRAP3OsuZrOxMyLynlI358fMJH0b+3ENGIi0LlnttyC95RbtGUVSs43DfDhriVHAk0ed/NfDCMx3EXfBskPRiyPk7ng1uRl7Iu0JDU4NwsiStK/W+kpEY/WO2wAnkFS5x5aKBAlzbdElu+XzugkldoudK8I/F+RgOFc6si885ugk1tTT6kzWpaHKWNMlVNaOS6ECmNXSEnrfLXQZ4ri0Sw7hy5MlyCBSK0ioOUnqz9uSK/j2Rz+m1w/mmcHIw//zoYTr71m9ll79h79pEl7JBN2A92yqZMBkHwIYiDJNwLD8Mv4eTOGgZ9zlv2X4Q//wKyW8VA</latexit>
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Proof obligations
many proof obligations to deal with:

<latexit sha1_base64="Rd6IRJM1ph5MthKWEy0PwG9Kf2E=">AAAClHichVFNaxRBEO0ZNcbxI6uCFy+FixAhLDOLRg8egkHwJFHcJLC9DDWd2k2T7pmhu0YNw/wX/5YH/4s9kz1oVrCg4fV79aqqq4vaaM9p+jOKb9y8tXV7+05y9979Bzujh4+OfdU4RTNVmcqdFujJ6JJmrNnQae0IbWHopLg47PWTr+S8rsovfFnTwuKq1EutkAOVj37IZeXQGMA9zLNwphMJuxKScJNe27yVFvnc2baquw6CDon8rFfnjM5V36BPA8n0nYdZ2sI01F15/LL3SMBus1AoP/2/L5HwIh+N00k6BGyCbA3GYh1H+eiXPKtUY6lkZdD7eZbWvGjRsVaGQs3GU43qAlc0D7BES37RDlN08LzxyBXU5EAbGEj609Gi9f7SFiFzGPW61pP/0uYNL98sWl3WDVOp+kasDQ2NvHI6fBHBmXbEjP3kBLoEhQ6ZyWlApQLZhD9Lwj6y66/fBMfTSbY/yT69HB+8W29mWzwVz8SuyMRrcSA+iCMxEyraivaiV9F+/CR+Gx/G769S42jteSz+ivjjb0g7yhs=</latexit>

! a, a1, a2. ( a1 " op a2 # a1 op a " op a2 op a )
<latexit sha1_base64="j+qt/kICx/XWAop0mQS2QC3di/8=">AAACl3icjVHBThsxEPUuLYVtgZSeql4sokogobAboZaeiopUcYSKAFIcrWbNJFjY65U9C0WrfE2/qof+C842h5ZwYCRLM+/N8zyPi0orT2n6O4qXXrxcfrWymrx+s7a+0Xm7ee5t7SQOpNXWXRbgUasSB6RI42XlEEyh8aK4OZrxF7fovLLlGd1XODIwKdVYSaAA5Z1fYmwdaM1hF/IsnH5P8G3Bk1AJr0zeCAN07Uxjq+mUB54n4oeaXBM4Z+9CQfiTWh9NoWucNiB4K/HjViKCJgttC3c9S9lPBN/JO920l7bBF5NsnnTZPE7yzh9xZWVtsCSpwfthllY0asCRkhrD5NpjBfIGJjgMaQkG/ahprUz5x9oDWV6h40rzFsR/FQ0Y7+9NETpbs4+5GfgUN6xpfDBqVFnVhKWcDSKlsR3kpVPhl5BfKYdEMHOOXJVcggMidIqDlAGsw7clYR/Z49cvJuf9Xvapl53udw+/zTezwj6wLbbNMvaZHbJjdsIGTEar0V50EH2J38df4+/x8d/WOJpr3rH/Ij59AJlqym0=</latexit>

! a, a1, a2. ( a1 " op a2 # a op a1 " op a op a2 )

<latexit sha1_base64="VXlZezPo+bhdzk/hRSVY2zTzwdY=">AAACmXicjVFNbxMxEPUuHy1bPgIce7GIkIqEonVUUQSXApeKU/lIWymOVrPuJLVqr1f2LFBZ+Tn8KA78F5wlB2g4MJKlmffmeZ7HdWt0oLL8keU3bt66vbV9p9i5e+/+g8HDRyfBdV7hRDnj/FkNAY1ucEKaDJ61HsHWBk/ry3cr/vQL+qBd85muWpxZWDR6rhVQgqrBdzl3Hozh8Bwqkc54JPme5EWqZNC2itICXXgbXbtc8sTzQn7UiwsC793XVBB+o95HrE2HywiS95Iwj8omjUwikfo2Lvs/6biQ/Fk1GJajsg++mYh1MmTrOK4GP+W5U53FhpSBEKaibGkWwZNWBtPoLmAL6hIWOE1pAxbDLPZelvxpF4Acb9FzbXgP4p+KCDaEK1unzt7tdW4F/oubdjR/OYu6aTvCRq0GkTbYDwrK6/RPyM+1RyJYOUeuG67AAxF6zUGpBHbp44q0D3H99ZvJyXgkXozEh/3h4dv1ZrbZLnvC9phgB+yQHbFjNmEq28lE9ip7ne/mb/Kj/P3v1jxbax6zvyL/9AuNtctD</latexit>

! a, a1, a2. ( a1 " op a2 # a cmp a1 " op a cmp a2 )

<latexit sha1_base64="IuvVaNqFopSZETU2lE6KzlqvpSI=">AAAClnicjVFNb9QwEHVSoEv4WuCCxMVihVQkFCUr1PaEqiIExwWxbaX1Kpq4s1urdmLZE6CK8mf4Vxz4LzjpHqDLgZEsPb83b2Y8Lq1WnrLsZxTv3Lp9Z3d0N7l3/8HDR+PHT0583TiJc1nr2p2V4FGrCuekSOOZdQim1HhaXr7r9dOv6Lyqqy90ZXFpYF2plZJAgSrGP8SqdqA1h9dQ5OFMU8H3BE/CTXhlilYYoAtn2tp2HQ86T8Rntb4gcK7+xvs0Lgi/0zBLW+oGu2uPX7XS2E5w6LYrhfrT/zAmgr8qxpMszYbg2yDfgAnbxKwY/xLntWwMViQ1eL/IM0vLFhwpqTHUbDxakJewxkWAFRj0y3YYo+MvGw9Uc4uOK80HEv90tGC8vzJlyBxmvan15L+0RUOrw2WrKtsQVrJvRErj0MhLp8InIT9XDomgnxy5qrgEB0ToFAcpA9mEX0vCPvKbr98GJ9M030/zT28mR8ebzYzYc/aC7bGcHbAj9pHN2JzJaBSl0UF0GD+L38bv4w/XqXG08Txlf0U8+w07F8rx</latexit>

! a, a1, a2. ( a1 " op a2 # a1 cmp a " op a2 cmp a )
<latexit sha1_base64="6iWDqS3qSBo1cQuoLC/+Kdh9wHY=">AAACfHicdVFNaxRBEO2Z+JGMX2vMTSKNqxCJLjOLRAkIIbl4jOImgZ1lqOnUbpp0Tw/dNcmGYe7+xRz8C/4EsWeyB81qQcOrV/V4VdV5qaSjOL4OwpU7d+/dX12LHjx89PhJ7+n6kTOVFTgSRhl7koNDJQsckSSFJ6VF0LnC4/z8oK0fX6B10hTf6KrEiYZZIadSAHkq631Pp8aCUnz+FrLEv+Eg5Vspj3yWOqmzOtVAZ1bXpmwa7us8Sr/K2RmBtebSJ4Rz6uaoc1VhU893PzVeHC2r/9c7jFL+Juv140HcBV8GyQL02SIOs96P9NSISmNBQoFz4yQuaVKDJSkUerPKYQniHGY49rAAjW5Sd+4Nf105IMNLtFwq3pH4p6IG7dyVzn1nu4C7XWvJf9XGFU0/TmpZlBVhIVojkgo7Iyes9F+B/FRaJIJ2cuSy4AIsEKGVHITwZOX/JvL3SG5vvwyOhoNkZ5B8ed/f219cZpU9Zy/ZFkvYB7bHPrNDNmKC/Qw2gs3gRfArfBVuh+9uWsNgoXnG/opw5zcc4cEU</latexit>

! x, a1, a2. ( a1 " op a2 # x := a1 " op x := a2 )

similarly for boolean expressions and commands



Denotational equivalence
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Denotational equivalence

(two functions are the same 
if they coincide on all arguments)

<latexit sha1_base64="sw3iD1p+W1eW6lRoYdNCkNikjCQ=">AAAChXicdVFNb9NAEF0bSoNpIQ1HLisiJC5EdlQVLhUBLhyLRNpIcWSN15N0ld212R1XRMY/lCs/gV+AbXxoWpjTmzdvPvQmLZR0FIY/Pf/Bw4NHh4PHwZOj46fPhiejS5eXVuBc5Cq3ixQcKmlwTpIULgqLoFOFV+n2U1u/ukHrZG6+0q7AlYaNkWspgBoqGf6AJIqd1EkVa6Brq6sMTV1zSKY8iL+VkMU6zb9Xcr2uuzTodAJU9aGOlUotiC0Sb8dY22fB+X9V01uqIBmOw0nYBb8Poh6MWR8XyfB3nOWi1GhIKHBuGYUFrSqwJIXCOohLh0UzHDa4bKABjW5VdS7V/FXpgHJeoOVS8Y7E2x0VaOd2Om2U7fHubq0l/1VblrR+t6qkKUpCI9pFJBV2i5ywsrEfeSYtEkF7OXJpuAALRGglByEasmz+sbfQkQa7s1ndmBTdteQ+uJxOorNJ9OV0PPvY2zVgL9hL9ppF7C2bsc/sgs2ZYL+8gXfijfxD/41/6p/9lfpe3/Oc7YX//g8GKsXJ</latexit>

a1 ! den a2 i! A !a1" = A !a2"

<latexit sha1_base64="gACjNa4fEdmqLvC2C5F0peoIql8=">AAAChXicdVHJTtxAEG07C4OzDXDMpZVRpFwyskeI5IKC4JIjkRhAGo+s6nYNadHddrrLKCPHH5prPoEviG18YK3Tq1evFr0SpVae4vhvED57/uLlxmgzevX6zdt3463tU19UTuJcFrpw5wI8amVxToo0npcOwQiNZ+LyqKufXaHzqrAntC5xaeDCqpWSQC2Vjf+ILEm9MlmdGqCfztQ52qbhIpvxKP1VQZ4aUfyu1WrV9GnU6yTo+rBJtRYO5CUS78Y4N2TR/pOq2S1VlI0n8TTugz8EyQAmbIjjbHyd5oWsDFqSGrxfJHFJyxocKamxidLKY9kOhwtctNCCQb+se5ca/rHyQAUv0XGleU/i7Y4ajPdrI1pld7y/X+vIx2qLilZfl7WyZUVoZbeIlMZ+kZdOtfYjz5VDIuguR64sl+CACJ3iIGVLVu0/7iz0ZMCtXd60JiX3LXkITmfTZG+a/NidHBwOdo3Ye/aBfWIJ+8IO2Hd2zOZMsn/BKNgKtsON8HO4G+7dSMNg6NlhdyL89h8Rf8XP</latexit>

b1 ! den b2 i! B!b1" = B!b2"

<latexit sha1_base64="z4h7ZuDZhKpeVj0BQFToxo7Qnx8=">AAAChXicdVHLTtxAEBwbEhaTxwLHXEaskHLJyl4h4IKC4MKRSCwgrVdWe9xLRsyMnZk2ysrxh+aaT8gXYBsfePapurr6oeq0UNJRGP71/JXVd+/XBuvBxoePnz4PN7cuXV5agVORq9xep+BQSYNTkqTwurAIOlV4ld6etvWrO7RO5uaClgXONdwYuZACqKGS4R+RRLGTOqliDfTT6ipDU9dcJBMexL9KyGKd5r8ruVjUXRp0OgGqOq1jpVIL4haJt2Os7bPg6E3V5JEqSIajcBx2wV+CqAcj1sd5MvwfZ7koNRoSCpybRWFB8wosSaGwDuLSYdEMhxucNdCARjevOpdqvls6oJwXaLlUvCPxcUcF2rmlThtle7x7XmvJ12qzkhaH80qaoiQ0ol1EUmG3yAkrG/uRZ9IiEbSXI5eGC7BAhFZyEKIhy+YfTxY60mCXNqsbk6LnlrwEl5NxtD+OfuyNjk96uwbsC9thX1nEDtgxO2PnbMoE++cNvE1vy1/zv/l7/v6D1Pf6nm32JPzv9xzUxdU=</latexit>

c1 ! den c2 i! C!c1" = C!c2"
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Compositionality principle

is it the case that ?

YES! it is guaranteed by the compositionally
principle of denotational semantics:

the meaning of a compound expression is solely
determined by the meaning of its constituents

<latexit sha1_base64="sw3iD1p+W1eW6lRoYdNCkNikjCQ=">AAAChXicdVFNb9NAEF0bSoNpIQ1HLisiJC5EdlQVLhUBLhyLRNpIcWSN15N0ld212R1XRMY/lCs/gV+AbXxoWpjTmzdvPvQmLZR0FIY/Pf/Bw4NHh4PHwZOj46fPhiejS5eXVuBc5Cq3ixQcKmlwTpIULgqLoFOFV+n2U1u/ukHrZG6+0q7AlYaNkWspgBoqGf6AJIqd1EkVa6Brq6sMTV1zSKY8iL+VkMU6zb9Xcr2uuzTodAJU9aGOlUotiC0Sb8dY22fB+X9V01uqIBmOw0nYBb8Poh6MWR8XyfB3nOWi1GhIKHBuGYUFrSqwJIXCOohLh0UzHDa4bKABjW5VdS7V/FXpgHJeoOVS8Y7E2x0VaOd2Om2U7fHubq0l/1VblrR+t6qkKUpCI9pFJBV2i5ywsrEfeSYtEkF7OXJpuAALRGglByEasmz+sbfQkQa7s1ndmBTdteQ+uJxOorNJ9OV0PPvY2zVgL9hL9ppF7C2bsc/sgs2ZYL+8gXfijfxD/41/6p/9lfpe3/Oc7YX//g8GKsXJ</latexit>

a1 ! den a2 i! A !a1" = A !a2"

take any context
<latexit sha1_base64="qUm6nkN0JOhfRWz35Rqq7GEba+U=">AAACBXicbVC7TsNAEDyHVwgvB0qaExESVWQjBJQBGsogkYdkW9H5sgmnnB+6W4MiKzVfQQsVHaLlOyj4F2zjAhKmGs3samfHj6XQaFmfRmVpeWV1rbpe29jc2t4x67tdHSWKQ4dHMlJ9n2mQIoQOCpTQjxWwwJfQ8ydXud+7B6VFFN7iNAYvYONQjARnmEkDs+4GDO98P72YOS4fRugNzIbVtArQRWKXpEFKtAfmlzuMeBJAiFwyrR3bitFLmULBJcxqbqIhZnzCxuBkNGQBaC8tos/oYaIZRjQGRYWkhQi/N1IWaD0N/GwyD6rnvVz8z3MSHJ17qQjjBCHk+SEUEopDmiuRdQJ0KBQgsjw5UBFSzhRDBCUo4zwTk6ykWtaHPf/9IukeN+3Tpn1z0mhdls1UyT45IEfEJmekRa5Jm3QIJw/kiTyTF+PReDXejPef0YpR7uyRPzA+vgFUMJih</latexit>

A[á]

<latexit sha1_base64="Ve5tIFQ1AVzX4TDTYLi2Nuux3Ps=">AAACTHicbVA9b9RAEF1fIDmOryOUNCtOSFQn+4QCZSBNygPlPiTbssZ7k8squ2trd0x0svzX+AnpU6RLCxUdQoptXJBcXvX03jzNzEtzJR35/pXX23n0eHev/2Tw9NnzFy+Hr/bnLiuswJnIVGaXKThU0uCMJClc5hZBpwoX6flR4y++o3UyMye0yTHWsDbyVAqgWkqGS0iCyEmdlJEGOrO6XKGpKg7JhEff5PqMwNrsgrdumpafq7BOxA9E7kxM4mQ48sd+C75Ngo6MWIdpMryOVpkoNBoSCpwLAz+nuARLUiisBlHhMAdxDmsMa2pAo4vLtoGKvyscUMZztFwq3or4f6IE7dxGp/Vkc6a77zXiQ15Y0OmnuJQmLwiNaBaRVNgucsLKulrkK2mRCJrLkUvDBVggQis5CFGLRd31oO4juP/9NplPxsHBOPj6YXT4pWumz96wt+w9C9hHdsiO2ZTNmGA/2A37yX55l95v74/3999oz+syr9kd9HZvASj4teg=</latexit>

a1 ! den a2 " A[a1] ! den A[a2]
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Consistency
if we guarantee the consistency between
the operational semantics and
the denotational semantics
then the congruence property is guaranteed
for the operational semantics too

<latexit sha1_base64="tOY4AkkZSDMODn9w1FJwm38j4E0=">AAACXnicbVBNSxxBEO2dxI+sGjfJRcilcREUwjKziMktopccPBjIqrCzDDW9tWtrfwzdNQkyjL/RqwchvyJX7dlsIHFTp8d79ahXLy+U9BTH963oxcul5ZXVV+219Y3Xm503b8+8LZ3AgbDKuoscPCppcECSFF4UDkHnCs/z6+NGP/+OzktrvtFNgSMNUyMnUgAFKutcpRPrQCkOWfIBsn7vdjdtcOqlzqpUA106XdmirgPb56knENcOVfW5rtITnJCT00sC5+yPur3gG6P5Y+R7Wacb9+LZ8EWQzEGXzec06zykYytKjYaEAu+HSVzQqAJHUiis22npsQhxYIrDAA1o9KNq1knNd0oPZHmBjkvFZyT+7ahAe3+j87DZhPXPtYb8nzYsafJpVElTlIRGNIdIKpwd8sLJUDbysXRIBE1y5NJwAQ6I0EkOQgSyDO23Qx/J8+8XwVm/lxz0kq/73cOjeTOr7D3bZrssYR/ZIfvCTtmACXbHfrHHFmv9jJajjWjz92rUmnvesX8m2noCHPG3iw==</latexit>

! a1, a2. ( a1 " op a2
?# a1 " den a2 )

<latexit sha1_base64="8juBRkFZsGlQkLKAHRcIJY3UWAA=">AAACXnicbVBNSxxBEO2dxI+sGjfJRcilcREUwjKziMktopccPBjIqrCzDDW9tWtrfwzdNQkyjL/RqwchvyJX7dlsIHFTp8d79ahXLy+U9BTH963oxcul5ZXVV+219Y3Xm503b8+8LZ3AgbDKuoscPCppcECSFF4UDkHnCs/z6+NGP/+OzktrvtFNgSMNUyMnUgAFKutcpRPrQCmeZ8mHPOv3bnfTBqde6qxKNdCl05Ut6jqwfZ56AnHtUFWf6yo9wQk5Ob0kcM7+qNsLvjGaP0a+l3W6cS+eDV8EyRx02XxOs85DOrai1GhIKPB+mMQFjSpwJIXCup2WHosQB6Y4DNCARj+qZp3UfKf0QJYX6LhUfEbi344KtPc3Og+bTVj/XGvI/2nDkiafRpU0RUloRHOIpMLZIS+cDGUjH0uHRNAkRy4NF+CACJ3kIEQgy9B+O/SRPP9+EZz1e8lBL/m63z08mjezyt6zbbbLEvaRHbIv7JQNmGB37Bd7bLHWz2g52og2f69GrbnnHftnoq0nJ8C3kQ==</latexit>

! b1, b2. ( b1 " op b2
?# b1 " den b2 )

<latexit sha1_base64="qnT6PxXL+YbGjHl7GWwJoe6NsPw=">AAACXnicbVBNSxxBEO2dxI+sGjfJRcilcREUwjKziMktopccPBjIqrCzDDW9tWtrfwzdNQkyjL/RqwchvyJX7dlsIHFTp8d79ahXLy+U9BTH963oxcul5ZXVV+219Y3Xm503b8+8LZ3AgbDKuoscPCppcECSFF4UDkHnCs/z6+NGP/+OzktrvtFNgSMNUyMnUgAFKutcpRPrQCkusuSDyPq92920wamXOqtSDXTpdGWLug5sn6eeQFw7VNXnukpPcEJOTi8JnLM/6vaCb4zmj5HvZZ1u3ItnwxdBMgddNp/TrPOQjq0oNRoSCrwfJnFBowocSaGwbqelxyLEgSkOAzSg0Y+qWSc13yk9kOUFOi7Ddw2Jfzsq0N7f6DxsNmH9c60h/6cNS5p8GlXSFCWhEc0hkgpnh7xwMpSNfCwdEkGTHLk0XIADInSSgxCBLEP77dBH8vz7RXDW7yUHveTrfvfwaN7MKnvPttkuS9hHdsi+sFM2YILdsV/sscVaP6PlaCPa/L0ateaed+yfibaeADKPt5c=</latexit>

! c1, c2. ( c1 " op c2
?# c1 " den c2 )
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Consistency: expressions

6.3 Equivalence Between Operational and Denotational Semantics 141

! x < 0) Then! x != 0and! x< 1are true, thus" n+ 1! =
" .

! x = 0) Then! x != 0 is false and thus" n+ 1! = ! =
! [0/ x].

1 # ! x < n+ 1) Then! x != 0 and1 # ! x < n+ 1 are true, thus
" n+ 1! = ! [0/ x].

! x $ n+ 1) Then! x != 0 is true, but1# ! x< n+ 1 is false,
thus" n+ 1! = " .

Summarising,

! x < 0

" n+ 1! = "

! x = 0

" n+ 1! = ! [0/ x]

1 # ! x < n+ 1

" n+ 1! = ! [0/ x]

! x $ n+ 1

" n+ 1! = "

Then
" n+ 1 = # ! . 0 # ! x < n+ 1 % ! [0/ x] , "

which provesP(n+ 1).

Finally we have

C !c" = Þx $ =
!

n&N

$ n" =
!

n&N

" n = # ! . 0 # ! x % ! [0/ x] , "

6.3 Equivalence Between Operational and Denotational
Semantics

This section deals with the issue of equivalence between the two semantics of IMP
introduced up to now. As we will show, the denotational and operational semantics
agree. As usual we will handle Þrst arithmetic and boolean expressions, then as-
suming the proved equivalences we will show that the operational and denotational
semantics agree also on commands.

6.3.1 Equivalence Proofs for Expressions

We start by considering arithmetic expressions. We want to prove that the operational
and denotational semantics coincide, that is, the results of evaluating an arithmetic
expression both by operational and denotational semantics are the same. If we
regard the operational semantics as an interpreter and the denotational semantics
as a compiler we are proving that interpreting an IMP program and executing its
compiled version starting from the same memory leads to the same result.

Theorem 6.1.For all arithmetic expressionsa & Aexp, the predicateP(a) holds,
where

142 6 Denotational Semantics of IMP

P(a) def= ! ! " " . #a, ! $% A !a" !

Proof. The proof is by structural induction on arithmetic expressions.

Const: P(n) def= ! ! . #n, ! $% A !n" ! holds because, given a generic! , we have
#n, ! $% n andA !n" ! = n.

Vars: P(x) def= ! ! . #x, ! $% A !x" ! holds because, given a generic! , we have
#x, ! $% ! x andA !x" ! = ! x.

Ops: Let us generalise the proof for the binary operations of arithmetic expres-
sions. Consider two arithmetic expressionsa0 anda1 and a binary operator
& " { + , ' , ( } of IMP, whose corresponding semantic operator isá. We
assume

P(a0) def= #a0, ! $% A !a0" !

P(a1) def= #a1, ! $% A !a1" !

and we want to prove

P(a0 & a1) def= #a0 & a1, ! $% A !a0 & a1" !

By using the inductive hypothesis we derive

#a0 & a1, ! $% A !a0" ! áA !a1" !

Finally, by deÞnition ofA

A !a0" ! áA !a1" ! = A !a0 & a1" !

)*

The case of boolean expressions is completely similar to that of arithmetic expres-
sions, so we leave the proof as an exercise (see Problem 6.2).

Theorem 6.2.For all boolean expressionsb " Bexp, the predicateP(b) holds, where

P(b) def= ! ! " " . #b, ! $% B !b" !

From now on we will assume the equivalence between denotational and opera-
tional semantics for boolean and arithmetic expressions.

6.3.2 Equivalence Proof for Commands

Central to the proof of equivalence between denotational and operational semantics
is the case of commands. Operational and denotational semantics are deÞned in

142 6 Denotational Semantics of IMP

P(a) def= ! ! " " . #a, ! $% A !a" !

Proof. The proof is by structural induction on arithmetic expressions.

Const: P(n) def= ! ! . #n, ! $% A !n" ! holds because, given a generic! , we have
#n, ! $% n andA !n" ! = n.

Vars: P(x) def= ! ! . #x, ! $% A !x" ! holds because, given a generic! , we have
#x, ! $% ! x andA !x" ! = ! x.

Ops: Let us generalise the proof for the binary operations of arithmetic expres-
sions. Consider two arithmetic expressionsa0 anda1 and a binary operator
& " { + , ' , ( } of IMP, whose corresponding semantic operator isá. We
assume

P(a0) def= #a0, ! $% A !a0" !

P(a1) def= #a1, ! $% A !a1" !

and we want to prove

P(a0 & a1) def= #a0 & a1, ! $% A !a0 & a1" !

By using the inductive hypothesis we derive

#a0 & a1, ! $% A !a0" ! áA !a1" !

Finally, by deÞnition ofA

A !a0" ! áA !a1" ! = A !a0 & a1" !

)*

The case of boolean expressions is completely similar to that of arithmetic expres-
sions, so we leave the proof as an exercise (see Problem 6.2).

Theorem 6.2.For all boolean expressionsb " Bexp, the predicateP(b) holds, where

P(b) def= ! ! " " . #b, ! $% B !b" !

From now on we will assume the equivalence between denotational and opera-
tional semantics for boolean and arithmetic expressions.

6.3.2 Equivalence Proof for Commands

Central to the proof of equivalence between denotational and operational semantics
is the case of commands. Operational and denotational semantics are deÞned in

142 6 Denotational Semantics of IMP

P(a) def= ! ! " " . #a, ! $% A !a" !

Proof. The proof is by structural induction on arithmetic expressions.

Const: P(n) def= ! ! . #n, ! $% A !n" ! holds because, given a generic! , we have
#n, ! $% n andA !n" ! = n.

Vars: P(x) def= ! ! . #x, ! $% A !x" ! holds because, given a generic! , we have
#x, ! $% ! x andA !x" ! = ! x.

Ops: Let us generalise the proof for the binary operations of arithmetic expres-
sions. Consider two arithmetic expressionsa0 anda1 and a binary operator
& " { + , ' , ( } of IMP, whose corresponding semantic operator isá. We
assume

P(a0) def= #a0, ! $% A !a0" !

P(a1) def= #a1, ! $% A !a1" !

and we want to prove

P(a0 & a1) def= #a0 & a1, ! $% A !a0 & a1" !

By using the inductive hypothesis we derive

#a0 & a1, ! $% A !a0" ! áA !a1" !

Finally, by deÞnition ofA

A !a0" ! áA !a1" ! = A !a0 & a1" !

)*

The case of boolean expressions is completely similar to that of arithmetic expres-
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very different formalisms: on the one hand we have an inference rule system which
allows us to calculate the execution of each command; on the other hand we have a
function which associates with each command its functional meaning. So to show
the equivalence between the two semantics we will prove the following property.

Theorem 6.3.! c " Com. ! ! , ! #" " . $c, ! %& ! # ' C !c" ! = ! #.

As usual we divide the proof into two parts:

Correctness: ! c " Com, ! ! , ! #" " we prove

P($c, ! %& ! #) def= C !c" ! = ! #

Completeness: ! c " Comwe prove

P(c) def= ! ! , ! #" " . C !c" ! = ! # ( $c, ! %& ! #

Notice that in this way the undeÞned cases are also handled for the equivalence: for
instance we have as a corollary that

$c, ! % )& ( C !c" ! = * " *

since otherwise, assumingC !c" ! = ! # for some! # " " , it would follow that
$c, ! % &! #. Similarly in the opposite direction:

C !c" ! = * " * ( $ c, ! % )&

6.3.2.1 Correctness

Let us prove the Þrst part of Theorem 6.3. We let

P
!
$c, ! %& ! #" def= C !c" ! = ! #

and prove thatP($c, ! %& ! #) holds for anyc " Comand! , ! #" " .
We proceed by rule induction. So for each rule we will assume the property holds

for the premises and we will prove that the property holds for the conclusion.

skip: Let us consider the operational rule for theskip:

$skip, ! %& !

We want to prove

P($skip, ! %& ! ) def= C !skip" ! = !

Obviously the proposition is true by the deÞnition of the denotational
semantics.
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for the premises and we will prove that the property holds for the conclusion.

skip: Let us consider the operational rule for theskip:

$skip, ! %& !

We want to prove

P($skip, ! %& ! ) def= C !skip" ! = !

Obviously the proposition is true by the deÞnition of the denotational
semantics.
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assign: Let us consider the rule for the assignment command:

!a, ! " # m

!x := a, ! " # ! [m/ x]

We assume!a, ! " # m and henceA !a" ! = mby the equivalence of the
operational and denotational semantics of arithmetic expressions.
We want to prove

P(!x := a, ! " # ! [m/ x])
def= C !x := a" ! = ! [m/ x]

By the deÞnition of the denotational semantics

C !x := a" ! = ! [A ! a" ! / x] = ! [m/ x]

seq: Let us consider the concatenation rule:

!c0, ! " # ! $$ !
c1, ! $$" # ! $

!c0;c1, ! " # ! $

We assume

P(!c0, ! " # ! $$) def= C !c0" ! = ! $$

P(
!
c1, ! $$" # ! $) def= C !c1" ! $$= ! $

We want to prove

P(!c0;c1, ! " # ! $) def= C !c0;c1" ! = ! $

By the denotational semantics deÞnition and the inductive hypotheses

C !c0;c1" ! = C !c1"%(C !c0" ! ) = C !c1"%! $$= C !c1" ! $$= ! $

Note that the lifting operator can be removed because! $$&= ' by the
inductive hypothesis.

iftt: Let us consider the rule

!b, ! " # true !c0, ! " # ! $

! if b then c0 elsec1, ! " # ! $

We assume

¥ !b, ! " # true and thereforeB !b" ! = true by the correspondence
between the operational and denotational semantics for boolean ex-
pressions;

¥ P(!c0, ! " # ! $) def= C !c0" ! = ! $
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We want to prove

P(! if b then c0 elsec1, ! " # ! $) def= C ! if b then c0 elsec1" ! = ! $

In fact, we have

C ! if b then c0 elsec1" ! = B !b" ! # C !c0" ! ,C !c1" !

= true # ! $,C !c1" !

= ! $

ifff: The proof for the second rule of the conditional command is completely
analogous to the previous one and thus omitted.

whff: Let us consider the rule

!b, ! " # false

!while b do c, ! " # !

We assume!b, ! " # falseand thereforeB !b" ! = false.
We want to prove

P(!while b do c, ! " # ! ) def= C !while b do c" ! = !

By the Þxpoint property of the denotational semantics

C !while b do c" ! = B !b" ! # C !while b do c"%(C !c" ! ), !

= false# C !while b do c"%(C !c" ! ), !

= !

whtt: At last we consider the second rule of the while command:

!b, ! " # true !c, ! " # ! $$ !
while b do c, ! $$" # ! $

!while b do c, ! " # ! $

We assume

¥ !b, ! " # true and thereforeB !b" ! = true

¥ P(!c, ! " # ! $$) def= C !c" ! = ! $$

¥ P(!while b do c, ! $$" # ! $) def= C !while b do c" ! $$= ! $

We want to prove

P(!while b do c, ! " # ! $) def= C !while b do c" ! = ! $

By the deÞnition of the denotational semantics and the inductive hypotheses
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We want to prove
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C !while b do c" ! = B !b" ! ! C !while b do c"" (C !c" ! ) , !

= true ! C !while b do c"" ! ##, !

= C !while b do c"" ! ##

= C !while b do c" ! ##

= ! #

Note that the lifting operator can be removed since! ##$= %.

6.3.2.2 Completeness

Let us conclude the proof of Theorem 6.3 by showing that, for allc & Com

P(c) def= ' ! , ! #& " . C !c" ! = ! #( )c, ! * ! ! #

Since the denotational semantics is given by structural recursion we will proceed
by induction on the structure of commands.

skip: We need to prove

P(skip) def= ' ! , ! #. C !skip" ! = ! #( )skip, ! * ! ! #

By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
by the equivalence between operational and denotational semantics for
expressions we have)a, ! * ! A !a" ! , thus we can apply the rule (assign)
to conclude

)x := a, ! * ! ! [A ! a" ! / x]

seq: We assume

¥ P(c0) def= ' ! , ! ##. C !c0" ! = ! ##( )c0, ! * ! ! ##

¥ P(c1) def= ' ! ##, ! #. C !c1" ! ##= ! #( )c1, ! ##* ! ! #

We want to prove

P(c0;c1) def= ' ! , ! #. C !c0;c1" ! = ! #( )c0;c1, ! * ! ! #

Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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very different formalisms: on the one hand we have an inference rule system which
allows us to calculate the execution of each command; on the other hand we have a
function which associates with each command its functional meaning. So to show
the equivalence between the two semantics we will prove the following property.

Theorem 6.3.! c " Com. ! ! , ! #" " . $c, ! %& ! # ' C !c" ! = ! #.

As usual we divide the proof into two parts:

Correctness: ! c " Com, ! ! , ! #" " we prove

P($c, ! %& ! #) def= C !c" ! = ! #

Completeness: ! c " Comwe prove

P(c) def= ! ! , ! #" " . C !c" ! = ! # ( $c, ! %& ! #

Notice that in this way the undeÞned cases are also handled for the equivalence: for
instance we have as a corollary that

$c, ! % )& ( C !c" ! = * " *

since otherwise, assumingC !c" ! = ! # for some! # " " , it would follow that
$c, ! % &! #. Similarly in the opposite direction:

C !c" ! = * " * ( $ c, ! % )&

6.3.2.1 Correctness

Let us prove the Þrst part of Theorem 6.3. We let

P
!
$c, ! %& ! #" def= C !c" ! = ! #

and prove thatP($c, ! %& ! #) holds for anyc " Comand! , ! #" " .
We proceed by rule induction. So for each rule we will assume the property holds

for the premises and we will prove that the property holds for the conclusion.

skip: Let us consider the operational rule for theskip:

$skip, ! %& !

We want to prove

P($skip, ! %& ! ) def= C !skip" ! = !

Obviously the proposition is true by the deÞnition of the denotational
semantics.
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C !while b do c" ! = B !b" ! ! C !while b do c"" (C !c" ! ) , !

= true ! C !while b do c"" ! ##, !

= C !while b do c"" ! ##

= C !while b do c" ! ##
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Note that the lifting operator can be removed since! ##$= %.
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skip: We need to prove

P(skip) def= ' ! , ! #. C !skip" ! = ! #( )skip, ! * ! ! #

By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
by the equivalence between operational and denotational semantics for
expressions we have)a, ! * ! A !a" ! , thus we can apply the rule (assign)
to conclude

)x := a, ! * ! ! [A ! a" ! / x]

seq: We assume

¥ P(c0) def= ' ! , ! ##. C !c0" ! = ! ##( )c0, ! * ! ! ##

¥ P(c1) def= ' ! ##, ! #. C !c1" ! ##= ! #( )c1, ! ##* ! ! #

We want to prove

P(c0;c1) def= ' ! , ! #. C !c0;c1" ! = ! #( )c0;c1, ! * ! ! #

Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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We need to prove

P(while b do c) def= ! ! , ! ". C !while b do c" ! = ! "

# $while b do c, ! %& ! "

By deÞnitionC !while b do c" ! = Þx " b,c ! =
! "

n' N " n
b,c(

#
! so

C !while b do c" ! = ! " # $while b do c, ! %& ! "

)! "
n' N " n

b,c(
#

! = ! " # $while b do c, ! %& ! "

)!
* n ' N. (" n

b,c( )! = ! "
#

# $while b do c, ! %& ! "

)

! n ' N.
!

" n
b,c( ! = ! " # $while b do c, ! %& ! "

#

Let A(n) def= ! ! , ! ". " n
b,c( ! = ! " # $while b do c, ! %& ! ".

We prove that! n ' N. A(n) by mathematical induction.

Base case: We have to proveA(0), namely

! ! , ! ". " 0
b,c( ! = ! " # $while b do c, ! %& ! "

Since" 0
b,c( ! = ( ! = ( and! " += ( the premise is false

and hence the implication is true.
Ind. case: Let us assume

A(n) def= ! ! , ! ". " n
b,c( ! = ! " # $while b do c, ! %& ! "

We want to show that

A(n+ 1) def= ! ! , ! ". " n+ 1
b,c ( ! = ! " # $while b do c, ! %& ! "

We assume" n+ 1
b,c ( ! = " b,c

!
" n

b,c(
#

! = ! ", that is

B !b" ! &
$
" n

b,c(
%, (C !c" ! ) , ! = ! "

Now eitherB !b" ! = falseor B !b" ! = true.
¥ If B !b" ! = false, we have$b, ! %& falseand! " = ! .

Now by using the rule (whff)

$b, ! %& false

$while b do c, ! %& !

we conclude$while b do c, ! %& ! .

By rule (skip)

146 6 Denotational Semantics of IMP

C !while b do c" ! = B !b" ! ! C !while b do c"" (C !c" ! ) , !

= true ! C !while b do c"" ! ##, !

= C !while b do c"" ! ##

= C !while b do c" ! ##

= ! #

Note that the lifting operator can be removed since! ##$= %.

6.3.2.2 Completeness

Let us conclude the proof of Theorem 6.3 by showing that, for allc & Com

P(c) def= ' ! , ! #& " . C !c" ! = ! #( )c, ! * ! ! #

Since the denotational semantics is given by structural recursion we will proceed
by induction on the structure of commands.

skip: We need to prove

P(skip) def= ' ! , ! #. C !skip" ! = ! #( )skip, ! * ! ! #

By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
by the equivalence between operational and denotational semantics for
expressions we have)a, ! * ! A !a" ! , thus we can apply the rule (assign)
to conclude

)x := a, ! * ! ! [A ! a" ! / x]

seq: We assume

¥ P(c0) def= ' ! , ! ##. C !c0" ! = ! ##( )c0, ! * ! ! ##

¥ P(c1) def= ' ! ##, ! #. C !c1" ! ##= ! #( )c1, ! ##* ! ! #

We want to prove

P(c0;c1) def= ' ! , ! #. C !c0;c1" ! = ! #( )c0;c1, ! * ! ! #

Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !
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Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
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C !while b do c" ! = B !b" ! ! C !while b do c"" (C !c" ! ) , !

= true ! C !while b do c"" ! ##, !

= C !while b do c"" ! ##

= C !while b do c" ! ##

= ! #

Note that the lifting operator can be removed since! ##$= %.

6.3.2.2 Completeness

Let us conclude the proof of Theorem 6.3 by showing that, for allc & Com

P(c) def= ' ! , ! #& " . C !c" ! = ! #( )c, ! * ! ! #

Since the denotational semantics is given by structural recursion we will proceed
by induction on the structure of commands.

skip: We need to prove

P(skip) def= ' ! , ! #. C !skip" ! = ! #( )skip, ! * ! ! #

By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
by the equivalence between operational and denotational semantics for
expressions we have)a, ! * ! A !a" ! , thus we can apply the rule (assign)
to conclude

)x := a, ! * ! ! [A ! a" ! / x]

seq: We assume

¥ P(c0) def= ' ! , ! ##. C !c0" ! = ! ##( )c0, ! * ! ! ##

¥ P(c1) def= ' ! ##, ! #. C !c1" ! ##= ! #( )c1, ! ##* ! ! #

We want to prove

P(c0;c1) def= ' ! , ! #. C !c0;c1" ! = ! #( )c0;c1, ! * ! ! #

Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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By consistency for expressions

By rule (asgn)
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Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
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Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

We prove
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Let us conclude the proof of Theorem 6.3 by showing that, for allc & Com

P(c) def= ' ! , ! #& " . C !c" ! = ! #( )c, ! * ! ! #

Since the denotational semantics is given by structural recursion we will proceed
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skip: We need to prove

P(skip) def= ' ! , ! #. C !skip" ! = ! #( )skip, ! * ! ! #

By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
by the equivalence between operational and denotational semantics for
expressions we have)a, ! * ! A !a" ! , thus we can apply the rule (assign)
to conclude

)x := a, ! * ! ! [A ! a" ! / x]

seq: We assume

¥ P(c0) def= ' ! , ! ##. C !c0" ! = ! ##( )c0, ! * ! ! ##

¥ P(c1) def= ' ! ##, ! #. C !c1" ! ##= ! #( )c1, ! ##* ! ! #

We want to prove

P(c0;c1) def= ' ! , ! #. C !c0;c1" ! = ! #( )c0;c1, ! * ! ! #

Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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Note that the lifting operator can be removed since! ##$= %.
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Let us conclude the proof of Theorem 6.3 by showing that, for allc & Com

P(c) def= ' ! , ! #& " . C !c" ! = ! #( )c, ! * ! ! #

Since the denotational semantics is given by structural recursion we will proceed
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skip: We need to prove
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By deÞnition we haveC !skip" ! = ! and)skip, ! * ! ! is an axiom of
the operational semantics.

assign: We need to prove

P(x := a) def= ' ! , ! #. C !x := a" ! = ! #( )x := a, ! * ! ! #

By the denotational semantics deÞnition we have! #= ! [A ! a" ! / x] and
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Let us assumeC !c0;c1" ! = ! #, the premise of the implication, and prove
the conclusion)c0;c1, ! * ! ! #. We have
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Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
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%c0, ! &' ! "" !
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conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then
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Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

for some
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

and
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

by inductive hypotheses
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

By rule (seq)
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""
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Assume
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

We prove
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

Assume
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

we have
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""

either
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
ponens to the inductive assumptionsP(c0) andP(c1), to get%c0, ! &' ! ""

and%c1, ! ""&' ! ". Thus we can apply the inference rule:

%c0, ! &' ! "" !
c1, ! """ ' ! "

%c0;c1, ! &' ! "

to conclude%c0;c1, ! &' ! ".
if: We assume

¥ P(c0) def= ( ! , ! ". C !c0" ! = ! " ) %c0, ! &' ! "

¥ P(c1) def= ( ! , ! ". C !c1" ! = ! " ) %c1, ! &' ! "

We need to prove

P(if b then c0 elsec1) def= ( ! , ! ". C ! if b then c0 elsec1" ! = ! "

) %if b then c0 elsec1, ! &' ! "

Let us assume the premiseC ! if b then c0 elsec1" ! = ! " and prove the
conclusion%if b then c0 elsec1, ! &' ! ". By deÞnition

C ! if b then c0 elsec1" ! = B !b" ! ' C !c0" ! ,C !c1" !

Now, eitherB !b" ! = falseor B !b" ! = true.
If B !b" ! = false, we have also%b, ! & ' false. Then

C ! if b then c0 elsec1" ! = C !c1" ! = ! "

By modus ponens on the inductive hypothesisP(c1) we have%c1, ! &' ! ".
Thus we can apply the rule

%b, ! &' false %c1, ! &' ! "

%if b then c0 elsec1, ! &' ! "

to conclude%if b then c0 elsec1, ! &' ! ".
The case whereB !b" ! = true is completely analogous and thus omitted.

while: We assume

P(c) def= ( ! , ! "". C !c" ! = ! "" ) %c, ! &' ! ""
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C !c0;c1" ! = C !c1"! (C !c0" ! ) = ! "

Since! " #= $ , it must be thatC !c0" ! #= $ , i.e., we can assume the
termination ofc0 and thus omit the lifting operator:

C !c0;c1" ! = C !c1" (C !c0" ! ) = ! "

Let C !c0" ! = ! "". We haveC !c1" ! "" = ! ". Then we can apply modus
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¥ if B !b" ! = true we have!b, ! " # true and
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Finally, by using the rule (whtt)

!b, ! " # true !c, ! " # ! && %
while b do c, ! &&&# ! &

!while b do c, ! " # ! &

we conclude!while b do c, ! " # ! &.

6.4 Computational Induction

How are we able to prove properties about Þxpoints? To Þll this gap we introduce
ScottÕscomputational induction, which applies to a class of properties corresponding
to inclusive sets.

DeÞnition 6.10(Inclusive property). Let (D,( ) be a CPO, letP ) D be a set. We
say thatP is aninclusiveset if and only if

(* n + N. dn + P) ,
'

n+N

dn + P

A property isinclusiveif the set of values on which it holds is inclusive.

Intuitively, a setP is inclusive if whenever we form a chain out of elements inP,
then the limit of the chain is also inP, i.e.,P is inclusive if and only if it forms a
CPO.

Example 6.9(Non-inclusive property).Let ({ a,b} %- { a,b} ! , ( ) be a CPO where
# ( $ . / %. $ = #%. So the elements of the CPO are sequences ofa andb and
# ( $ iff # = $ or # is a Þnite preÞx of$ . Let us now deÞne the following property:

¥ # + { a,b} %- { a,b} ! is fair iff ' /$ + { a,b} %. # = $a! 0 # = $b!

Fairness is the property of an arbiter which does not favour one of two competitors
all the time from some point on. Fairness is not inclusive, indeed,

¥ the sequencean is Þnite and thus fair for anyn + N;
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¥ if B !b" ! = true we have!b, ! " # true and
!
" n

b,c$
"%(C !c" ! ) = ! &

Since ! & '= $ there must exist some! &&'= $ with
C !c" ! = ! &&and by structural induction!c, ! " # ! &&.

Since
#

" n
b,c$

$%
(C !c" ! ) =

#
" n

b,c$
$

! &&= ! &we have

by the mathematical induction hypothesisA(n) that
%
while b do c, ! &&&# ! &

Finally, by using the rule (whtt)

!b, ! " # true !c, ! " # ! && %
while b do c, ! &&&# ! &

!while b do c, ! " # ! &

we conclude!while b do c, ! " # ! &.

6.4 Computational Induction

How are we able to prove properties about Þxpoints? To Þll this gap we introduce
ScottÕscomputational induction, which applies to a class of properties corresponding
to inclusive sets.

DeÞnition 6.10(Inclusive property). Let (D,( ) be a CPO, letP ) D be a set. We
say thatP is aninclusiveset if and only if

(* n + N. dn + P) ,
'

n+N

dn + P

A property isinclusiveif the set of values on which it holds is inclusive.

Intuitively, a setP is inclusive if whenever we form a chain out of elements inP,
then the limit of the chain is also inP, i.e.,P is inclusive if and only if it forms a
CPO.

Example 6.9(Non-inclusive property).Let ({ a,b} %- { a,b} ! , ( ) be a CPO where
# ( $ . / %. $ = #%. So the elements of the CPO are sequences ofa andb and
# ( $ iff # = $ or # is a Þnite preÞx of$ . Let us now deÞne the following property:

¥ # + { a,b} %- { a,b} ! is fair iff ' /$ + { a,b} %. # = $a! 0 # = $b!

Fairness is the property of an arbiter which does not favour one of two competitors
all the time from some point on. Fairness is not inclusive, indeed,

¥ the sequencean is Þnite and thus fair for anyn + N;
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By rule (whtt)

6.4 Computational Induction 149

• if B JbKs = true we havehb,si ! true and
!
G n

b,c?
"⇤ (C JcKs ) = s 0

Since s 0 6= ? there must exist somes 00 6= ? with
C JcKs = s 00 and by structural inductionhc,si ! s 00.

Since
#

G n
b,c?

$⇤
(C JcKs ) =

#
G n

b,c?
$

s 00 = s 0 we have

by the mathematical induction hypothesisA(n) that
%
while b do c,s 00&! s 0

Finally, by using the rule (whtt)

hb,si ! true hc,si ! s 00 %
while b do c,s 00&! s 0

hwhile b do c,si ! s 0

we concludehwhile b do c,si ! s 0.
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say thatP is aninclusive set if and only if

(8n 2 N. dn 2 P) )
'

n2N
dn 2 P

A property isinclusive if the set of values on which it holds is inclusive.

Intuitively, a setP is inclusive if whenever we form a chain out of elements inP,
then the limit of the chain is also inP, i.e.,P is inclusive if and only if it forms a
CPO.

Example 6.9 (Non-inclusive property). Let ({a,b}⇤ [ {a,b}! ,v) be a CPO where
a v b , 9g. b = ag. So the elements of the CPO are sequences ofa andb and
a v b iff a = b or a is a Þnite preÞx ofb . Let us now deÞne the following property:

• a 2 {a,b}⇤ [{a,b}! is fair iff 6 9b 2 {a,b}⇤. a = ba! _ a = bb!
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We need to prove

P(while b do c) def= ! ! , ! ". C !while b do c" ! = ! "

# $while b do c, ! %& ! "

By deÞnitionC !while b do c" ! = Þx " b,c ! =
! "

n' N " n
b,c(

#
! so

C !while b do c" ! = ! " # $while b do c, ! %& ! "

)! "
n' N " n

b,c(
#

! = ! " # $while b do c, ! %& ! "

)!
* n ' N. (" n

b,c( )! = ! "
#

# $while b do c, ! %& ! "

)

! n ' N.
!

" n
b,c( ! = ! " # $while b do c, ! %& ! "

#

Let A(n) def= ! ! , ! ". " n
b,c( ! = ! " # $while b do c, ! %& ! ".

We prove that! n ' N. A(n) by mathematical induction.

Base case: We have to proveA(0), namely

! ! , ! ". " 0
b,c( ! = ! " # $while b do c, ! %& ! "

Since" 0
b,c( ! = ( ! = ( and! " += ( the premise is false

and hence the implication is true.
Ind. case: Let us assume

A(n) def= ! ! , ! ". " n
b,c( ! = ! " # $while b do c, ! %& ! "

We want to show that

A(n+ 1) def= ! ! , ! ". " n+ 1
b,c ( ! = ! " # $while b do c, ! %& ! "

We assume" n+ 1
b,c ( ! = " b,c

!
" n

b,c(
#

! = ! ", that is

B !b" ! &
$
" n

b,c(
%, (C !c" ! ) , ! = ! "

Now eitherB !b" ! = falseor B !b" ! = true.
¥ If B !b" ! = false, we have$b, ! %& falseand! " = ! .

Now by using the rule (whff)

$b, ! %& false

$while b do c, ! %& !

we conclude$while b do c, ! %& ! .
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Final remarks
Commands

Big-step operational semantics Denotational semantics

Termination

Determinacy

Operational equivalence Denotational equivalence
is a congruence

Consistency
(correctness + completeness)

Operational equivalence = Denotational equivalence
they are congruences

(partial functions)

Well-founded induction KleeneÕs Þxpoint theorem


